
MA203/MA293: LINEAR ALGEBRA
SEMESTER 2 2023-24

PRACTICE PROBLEM SHEET 2

Definition Let A be a m× n matrix. The transpose of A, denoted AT , is the n×m matrix whose entries
are given by (AT )ij = Aji. The entries of the first column of AT are the entries of the first row of A, the
entries of the second column of AT are the entries of the second row of A, etc.

1. Write down the transpose of each of the following matrices.
1 2 −1
3 0 4
2 1 0

−3 4 4

 ,

 5 −6 2
4 0 4
2 1 1

 ,

 3 1 2
1 5 4
2 4 10

 .

2. Use elementary row operations to find the inverse of the matrix

 1 4 −3
−2 2 −4

3 1 0

.

3. (Associativity of Matrix Multiplication) Suppose that A,B,C are matrices of sizes m × p, p × q
and q × n respectively. By considering the entry in the (i, j) position on each side, show that
(AB)C = A(BC).

4. The following two tables show census data from 1960, 1970 and 1980, from the regions of Dedekind
Valley (DV), Schur Hills (SH) and Taussky Town (TT). The first table shows the number of house-
holds in each region recorded in each of these years, and the second shows the mean number of
people living in a household in each of the three regions in each year.

DV SH TT

1970 5000 8500 10000
1980 4500 7500 10000
1990 6000 10000 15000

DV SH TT

1970 3.2 3.8 2.5
1980 3.0 3.5 2.5
1990 3.0 4.0 2.0

Let A and B denote these tables, interpreted as 3×3 matrices. What interpretation would you give
to the entries of the matrix ABT ? What about ATB?

5. A square matrix is called orthogonal if its inverse is equal to its transpose.

(a) Give two examples of 2× 2 orthogonal matrices.

(b) If A and B are orthogonal matrices of the same size, prove that AB is also orthogonal.

6. (a) If A and B are any matrices for which the product AB is defined, show that (AB)T = BTAT .
(Hint: Write down how the entry in the (i, j) position of (AB)T depends on the entries of A
and B. If you are not sure what to do, try this out for a particular pair of (small) matrices,
verify that it is true and try to figure out why.)

(b) A square matrix is symmetric if it is equal to its own transpose. Verify that for every matrix A,
the matrices AAT and ATA are sqare and symmetric. (Hint: use part (a). Try with an example
if you are not sure what this is about).

(c) Find all 2× 2 matrices that are both symmetric and orthogonal.

7. Let T : R3 → R2 and S : R2 → R3 be linear transformations with

T

 1
0
0

 =

(
1
2

)
, T

 0
1
0

 =

(
−3

0

)
, T

 0
0
1

 =

(
2

−2

)
, S
(

1
0

)
=

 2
1
1

 , S
(

0
1

)
=

 −1
3

−2

 .

Write down the matrices of T ,S and the compositions T ◦ S and S ◦ T .

8. For the linear transformations T and S of Question 7 above, find the image of

 −2
3
5

 under S◦T .



9. For the linear transformation T of Question 7 above, find a non-zero vector v ∈ R3 for which
T(v) =

(0
0

)
.

10. Suppose that T : Rn → Rp and S : Rp → Rm are linear transformations. Use the defining properties
of linear transformations to deduce that S ◦ T : Rn → Rm is a linear transformation.

11. Which of the following are subspaces of the vector space M2(R) consisting of all 2 × 2 matrices
with real entries?

(a) The set of all invertible matrices.

(b) The set of all non-invertible matrices.

(c) The set consisting only of the zero matrix.

(d) The set M2(Q) of all matrices whose entries are rational.

(e) The set of all matrices whose entry in the (2, 1)-position is 0.

(f) The set of all matrices whose four entries sum to 0.

(g) The set of all matrices that have at least one entry equal to 0.

(h) The set of all symmetric matrices (A is symmetric if A = AT ).

12. Which of the following are spanning sets of M2(R)?

(a) The set of all invertible matrices.

(b) The set of all non-invertible matrices.

(c) The set M2(Q) of all matrices whose entries are rational.

(d) The set of all matrices whose entry in the (2, 1)-position is 0.

(e) The set of all matrices whose entry in the (2, 1)-position is 1.

(f) The set of all matrices whose four entries sum to 0.

(g) The set of all matrices that have at least one entry equal to 0.

13. Determine whether or not each of the following is a spanning set of the set P4 of all polynomials
in R[x] of degree at most 3.

(a) {x3 + x2, x2 + x, x+ 1}

(b) {x3 + x2 + x+ 1, x2 + x+ 1, x+ 1, 1}

(c) {x3 + x2 + x− 1, x3 + x2 − x+ 1, x3 − x2 + x+ 1,−x3 + x2 + x+ 1}

(d) {x3 + x2 + x− 1, x3 + x2 − x+ 1, x3 − x2 + x+ 1, x3 + x2}

14. Prove that R[x] does not have a finite spanning set as a vector space over R.


